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Abstract We use the results of 3‐D electromagnetic hybrid (kinetic ions and fluid electrons) simulations
and observations by the Time History of Events and Macroscale Interactions during Substorms (THEMIS) /
Acceleration, Reconnection, Turbulence and Electrodynamics of the Moon's Interaction with the Sun
(ARTEMIS) spacecraft to investigate the nature of the solar wind interaction with the moon and the
resulting wake and tail structure. In the absence of a global magnetic field and an atmosphere at the moon,
this interaction is due to the absorption of the solar wind plasma on the dayside and the means by which the
resulting cavity in the tail is refilled. To explore this process, we conducted simulations of specific case
studies well‐monitored by the ARTEMIS spacecraft. Preliminary runs revealed that when the solar wind
core plasma is driving the interaction, the results deviate significantly from observations. When the small
population of solar wind energetic ions is incorporated in the model, the observations are reproduced much
better. Simulations with different density or energy of energetic ions show considerable changes in the
results indicating their dominance in establishing the electromagnetic properties of the tail. In contrast, the
results show less sensitivity to the solar wind flow speed. Here we conclude that the structure of the
interaction region consists of compressional and rarefaction wakes and a central tail region with areas of
enhanced and possibly reduced magnetic field level. The compressional wake diverts the flow away from the
tail, and its presence is found to be highly time dependent while the rarefaction wake diverts the flow toward
the tail and is found to be a semipermanent feature of the lunar interaction region.

1. Introduction

The interaction between the solar wind and the moon is governed by the lack of a lunar
atmosphere/ionosphere and a global magnetic field, resulting in the absorption of the solar wind on the
dayside and formation of a density cavity in the tail (Lyon et al., 1967; Whang & Ness, 1970). This cavity
can extend more than 20 lunar radii (Rm) down the tail before getting refilled by the solar wind (e.g.,
Clack et al., 2004 ; Denavit, 1979 ; Ogilvie et al., 1996 ; Samir et al., 1983 ; Wang et al., 2011; Zhang et al.,
2014). The interplanetary magnetic field (IMF) penetrates the moon with little or no change; however,
behind the moon, the field is enhanced in the central tail region and reduced on the flanks/wakes
(Colburn et al., 1967; Ness et al., 1968; Sonett, 1982). A number of studies in the past have examined the
nature of the lunar current system that forms due to solar wind interaction (Colburn et al., 1967; Fatemi
et al., 2013; Halekas et al., 2005; Holmström et al., 2012; Michel, 1968; Owen et al., 1996). In regard to the
nature of the lunar wake, previous studies have indicated the formation of fast magnetosonic rarefaction
wakes where density and magnetic field fall below solar wind levels (e.g., Fatemi et al., 2013 ; Holmström
et al., 2012 ; Xie et al., 2012). On the other hand, Zhang et al. (2016) have also suggested the formation of
Alfvén wings in the wake.

In this study, we take the approach of comparing the results of 3‐D hybrid (kinetic ions and fluid elec-
trons) simulations to specific lunar tail crossings in order to examine and improve our understanding of
the solar wind interaction with the moon under steady solar wind conditions. In section 2, we describe a
lunar tail crossing by the THEMIS/ARTEMIS spacecraft (Angelopoulos, 2008, 2011) during a period of
steady solar wind conditions used to compare with the simulation results. Using the solar wind condi-
tions during this event as input for a hybrid run, we show that the results are far different from the
spacecraft observations. This shortcoming of the model is addressed by examining the effects of including
the observed high energy ions in the solar wind in the hybrid model in section 3. Previous studies
(Dhanya et al., 2013; Nishino et al., 2013) have examined the access of energetic ions to the lunar tail
during periods of radial IMF where the flow and the magnetic field are aligned. Here we show that
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inclusion of a small population of energetic ions in the simulations leads to a dramatic change in the
results bringing them much closer to spacecraft observations. By changing the density or energy of the
energetic ions, we demonstrate the dominant role of these ions in establishing the electromagnetic
properties of the lunar tail. In section 4, we examine the sensitivity of the simulation results to solar
wind flow velocity and IMF direction and discuss the general structure of the lunar interaction region.
The significance of the IMF direction in determining the nature of the interaction region has been
discussed in previous studies (e.g., Colburn et al., 1971; Fatemi et al., 2013; Holmström et al., 2012;
Sibeck et al., 2011; Whang, 1968; Xie et al., 2012). A summary and the conclusions of the study are
presented in section 5.

Figure 1. THC crossing of the lunar tail on 24 June 2015. (a) and (b) show the total magnetic field and its components,
respectively. (c)–(e) correspond to density, temperature, and velocity with (f) and (g) showing electron and ion energy
spectrum. THB observations in the solar wind are shown with thinner lines.
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2. Hybrid Simulation of a Lunar Tail Crossing

In order to understand the steady‐state structure of the lunar interaction region, it is necessary to focus
on periods of relatively steady solar wind conditions. Figure 1 shows ARTEMIS observations of the lunar
tail on 24 June 2015 when solar wind conditions are relatively steady. Figures 1a and 1b show the total
magnetic field and the three components of the field, respectively, while Figures 1c–1e show the electron
(also representing ion) density, ion temperature, and velocity measured by Electrostatic Analyzer (ESA)
on THEMIS‐C. We note that due to instrument limitations (ESA instrument on THEMIS does not mea-
sure the core solar wind protons with the required resolution), the solar wind temperature of ~200 eV in
Figure 1 is an overestimate. Based on time‐shifted measurements by the Wind spacecraft, we use a tem-
perature of 22 eV. The field components are in the Geocentric solar ecliptic (GSE) coordinate system with

Figure 2. Magnetic field and density from run 0 in (a, b) X‐Y and (c, d) X‐Z planes. THC trajectory is shown using “x” sign.

Table 1
Hybrid Simulation Run

Run Cone angle (°) N‐SW (%) V‐SW (km/s) T‐Sw (eV) N‐EI (%) V‐EI (km/s) T‐EI (eV)

0 30 100 610 22 0

1 30 99 610 22 1 610 230

2 30 99 610 22 1 925 926

3 30 97 610 22 3 1134 926

4 30 99 505 22 1 610 230

5 0 99 610 22 1 610 230

6 60 99 610 22 1 610 230

Note. Columns from left to right show the run number, cone angle, cold solar wind relative density, cold solar wind
velocity, cold solar wind temperature, energetic ions relative density, velocity of the energetic ions, and temperature
of the energetic ions.
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X pointing toward the Sun, Z points north, and Y completes a right‐handed coordinate system. Electron
and ion energy spectra are shown in Figures 1f and 1g. THEMIS‐B observations in the solar wind are
shown with thinner lines. As can be seen, the IMF field strength in the solar wind before and after
the tail crossing is steady at a value of ~9 nT with Bx as the dominant component and also remaining
steady. This corresponds to an IMF cone angle (with respect to the solar wind velocity) of ~30°. On
the other hand, the weaker By and Bz components do indicate some variation with time in the solar
wind. Also, solar wind density, velocity, and temperature remain steady at 3.5 cm−3, 610 km/s, and
22 eV, respectively. The ARTEMIS observations are processed using SPEDAS 3.1, a grass‐roots software
development platform supported by National Aeronautics and Space Administration (NASA)
Heliophysics (Angelopoulos et al., 2019).

Themagnetic signatures of the tail crossing consist of enhancement above IMF level identified as a compres-
sional wake, drops below solar wind values associated with a rarefaction wake and a central tail region with
magnetic field levels above IMF value. Both the compressional and rarefaction wakes are associated with
correlated changes in magnetic field and density and as such fall on the fast magnetosonic branch.
However, a major distinction is that the compressional wake diverts the solar wind flow away from the tail
(similar to a fast shock), while the rarefaction wake results in flow diversion toward the tail. Therefore, their
role in the structure and dynamics of the lunar tail is considerably different. We note that the changes in Bx

are similar to those observed in the total magnetic field as expected. During the tail crossing, plasma density
drops to values slightly above 0.01 cm−3, while ion temperature rises to ~2,000 eV and ion velocity decreases
to below 100 km/s. We note that the plasmamoments are computed automatically onboard the spacecraft as
described in McFadden, Carlson, Larson, Bonnell et al. (2008) and McFadden, Carlson, Larson, Ludlam,
et al. (2008).

Using the solar wind conditions observed during this event as input, we conducted a hybrid simulation run
named run 0 in Table 1. This model has been used in the past to investigate the interaction of Saturn's cor-
otating plasma with Enceladus (Omidi et al., 2012) and solar wind interaction with Venus (Omidi et al.,
2017). The simulation box consists of 150 × 150 × 100 cells in the X, Y, and Z directions with the

Figure 3. (a)–(d) show total magnetic field, density, temperature, and velocity measured by THC. (e)–(h) correspond to
results of run 0 along THC trajectory.
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simulation X axis in the solar wind flow direction, Z points to north, and Y completes a right‐handed
system. Note that the GSE X and Y axes are directed in the opposite orientations as compared to the simu-
lation X and Y axes, while the Z direction is the same for both coordinate systems. Given the small and
time‐varying value of BZ in Figure 1, we assume IMF initially lies in the X‐Y plane with a cone angle of
30°. Except for run 0, the simulation box is 150 × 150 × 100 proton skin depth (c/ωp) corresponding to
10.7 × 10.7 × 7.1 lunar radii (Rm) and uses a total of 4 × 107 particles. Solar wind plasma is continuously
injected from the X = 0 boundary and allowed to leave the system from the remaining boundaries. The
center of the moon is placed at X = 1.8, Y = 7.1, and Z = 3.6 Rm, and it is treated as a plasma absorbing
body so that upon hitting it the particle is removed from the simulation box. Floating boundary conditions
are used so that the electromagnetic fields on the lunar boundary can change with time and are not fixed
to any specific values. We note that in run 0, the simulation box is 150 × 110 × 110 proton skin depth with
moon centered at Y = 3.9.

Figure 2 shows the total magnetic field strength and density in the X‐Y and the X‐Z planes from run 0.
Figures 2a and 2b show the presence of a rarefaction wake associated with magnetic field and density below
solar wind values. Figure 2a also shows a central tail region consisting of areas of reduced and enhanced
magnetic field strength. A similar central tail region can also be seen in the X‐Z plane which also shows
a compressional wake associated with enhanced magnetic field and density. In order to compare the results
of this run to spacecraft observations, we fly a simulated spacecraft through the simulation box using the
trajectory by THC. Figure 3 compares the observations by THC to those associated with run 0.
Figures 3a and 3e compare the measured and simulated magnetic field strength which show little

Figure 4. (a)–(d) show the measured and simulated ion velocity distribution functions in the solar wind. (e)–(g) show measured and simulated ion distribution
functions in the lunar tail.
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resemblance to each other. The measured and simulated densities in Figures 3b and 3f show some
resemblance in that they both show an enhancement associated with the compressional wake before
entering the cavity region in the central tail and a reduction in density associated with the rarefaction
wake prior to reentering the solar wind. Within the cavity, the simulated density is at a constant level of
5% of solar wind value (0.17 cm−3) used as a minimum in the regions where no ions are present. The
use of this minimum density is in order to avoid the Alfvén velocity in that region approaching infinity.
It is however the case that no ions from the solar wind reach the central tail region near the moon, and
as a result, the simulated ion temperature and velocity in the central tail region are zero. Based on the
results in Figure 3, we conclude that comparison between the simulation results and observations show
little agreement between the two.

3. The Impact of Energetic Ions

A telling difference between the observations and the results of run 0 in Figure 3 is that no ions are found in
the central tail region of the model, while in reality, a small population of plasma is present in that region.
This suggests that the simulation does not fully represent the plasma configuration in the solar wind. In par-
ticular, given that ions with energies of approximately greater than hundreds of electronvolts have gyro‐radii
comparable or larger than lunar radii, their interaction with the moon would be different than lower energy
ions. Therefore, if such ions are present in the solar wind, they need to be accounted for in the model.
Figure 4a shows a typical ion velocity distribution function in the solar wind on 24 June 2015 in GSE coor-
dinate system, while Figure 4b shows the ion velocity distribution function in the solar wind in run 0. An
apparent difference between the distributions in Figures 4a and 4b is that in the latter, the high energy ions
have been left out. In order to bring the simulated solar wind closer to the observations, it is necessary to
include a second population of energetic ions in the model as described below.

Figure 5. Magnetic field and density from run 1 in (a, b) X‐Y and (c, d) X‐Z planes.
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Table 1 shows the plasma parameters used in run 1 which includes two populations of ions. The cold
solar wind constitutes 99% of ions and is represented by a Maxwellian distribution function with flow
speed of 610 km/s and temperature of 22 eV. The remaining 1% energetic ions are modeled as another
Maxwellian distribution function with the flow speed of 610 km/s and temperature of 230 eV. We have
also examined the effects of increasing the flow speed and temperature of energetic ions to 925 km/s
and 926 eV, respectively, in run 2. Figures 4c and 4d show the velocity distribution function of the
solar wind ions in runs 1 and 2, respectively. In the following, we describe the results of these
two runs.

Figure 5 shows the magnetic field and total (cold and energetic ions) density from run 1 which illustrates
the presence of a rarefaction wake in X‐Y and X‐Z planes, while a compressional wake is observed in the
X‐Z plane. The central tail region is primarily associated with the enhancement of the magnetic field.
Figure 6 shows the density and temperature of the energetic ions in the X‐Y plane for Runs 1 and 2.
Also shown are two magnetic field lines drawn in panel (c). It is evident from this figure that unlike the
cold solar wind protons, both the density and temperature of the energetic ions in the central tail region
are finite with the later above its value in the solar wind. Also evident in Figure 6a,c is the presence of a
shadow of energetic ions behind the moon which depending on the properties of the energetic ions is flow
aligned (6a) or closer to field aligned (6c). The formation of a nearly field aligned shadow clearly demon-
strates the notion that in reality, ions undergo a combination of motion along the magnetic field and
gyration around it and that when the gyro‐radius is comparable or larger than the lunar (obstacle) radius
dayside absorption by the moon occurs differently allowing for their access to the tail. Note that, for low

Figure 6. Density and temperature of energetic ions from Runs 1 and 2 in X‐Y plane.
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energy ions with much smaller gyro‐radius, one can view their motion to be essentially along the
flow direction.

Figure 7 is similar to Figure 4 and compares the results of run 1 along THC trajectory to spacecraft observa-
tions. Comparing the magnetic field strength, it is evident that except for the absence of a strong compres-
sional wake in the simulation data, the remaining features namely the inbound and outbound rarefaction
wakes and the central tail region look similar. Instead of a strong compressional wake, a weak compres-
sional wake is present in panel (e). The reason for this difference is discussed in the next section. The pre-
sence of energetic ions in run 1 brings the plasma measurements in the simulated tail closer to spacecraft
observations with the minimum densities around ~0.01 cm−3 and enhanced temperatures in both cases
albeit the ones in THC observations are higher in value. Note that while Figure 7d shows the total observed
velocity, Figure 7h shows the simulated Vx.

To understand the cause of the observed and simulated temperature increases in the central tail region and
the differences in their maximum values (~2,000 vs. 120 eV), it is necessary to examine the corresponding ion
velocity distribution functions. Figure 4e shows a typical ion velocity distribution functionmeasured by THC
in the central tail region with VB and VV corresponding to velocity along the magnetic field and the direction
of ExB velocity, respectively. It is evident that this distribution function is far from a thermal (Maxwellian)
configuration, and as such, the calculated second moment of the distribution does not physically signify a
true temperature. Therefore, no heating or energization mechanism is needed to explain the apparent
increase in the observed temperature. Another way of stating this point would be that the apparent increase
in the calculated temperature is associated with the absorption and removal of the core solar wind protons
from the distribution functions in the tail. Figures 4f and 4g show the velocity distribution functions of ions
in the central tail region in runs 1 and 2, respectively. As with the observed distribution function, they are
also nonthermal in nature, and the calculated second moments do not represent temperature in a physically
meaningful way that corresponds to thermal distribution functions (e.g., Maxwellian). Comparing
Figures 4c to 4f and 4d to 4g shows that velocities observed in the tail region fall within those present in

Figure 7. (a)–(d) show total magnetic field, density, temperature, and velocity measured by THC. (e)–(h) correspond to
results of run 1 along THC trajectory.
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the solar wind, and therefore, no energization process is needed to explain their presence. In short, the
apparent increases in the observed and simulated ion temperatures are the consequence of the access of
energetic ions to the central tail region and the resulting nonthermal distribution function that is formed.

Figure 8 shows the total magnetic field strength and density from run 2 and shows stronger field strength
in the central tail region as compared to run 1 indicating the significance of the energetic ions. To further
explore the role of energetic ions in determining the properties of the lunar tail, we performed run 3
which is similar to run 2 except that the density of the energetic ions is increased to 3% of the total
and velocity is increased to 1134 km/s. Figure 9 shows the density and magnetic field from this run
and demonstrates major changes in the lunar tail. A comparison between Figure 9 and 5 shows that in
run 3, the maximum field strength reached in the central tail region is larger and also regions of reduced
magnetic field occupy a larger portion of the tail region. These results demonstrate that by virtue of being
the only population of ions to reach the central tail region, the energetic ions play a dominant role in
determining the electromagnetic properties of the lunar tail.

4. Sensitivity to Other Solar Wind Parameters

Although a detailed parametric research of the lunar interaction region is beyond the scope of this study, it is
instructive to examine the sensitivity of the simulation results to the solar wind velocity and the IMF direc-
tion. Accordingly, run 4 is similar to run 1 except that the flow speed of the cold ions is reduced from 610 to
505 km/s which corresponds to reducing the Alfvén Mach number from 5.8 to 4.8. The results are shown in
Figure 10 which when compared to Figure 5 shows a very similar structure except that the length of the tail is
not as long. Given that the two figures correspond to the same time in the simulation, the shorter length of
the tail when the flow speed is reduced is understandable. Except for this difference however, the results of

Figure 8. Magnetic field and density from run 2 in (a, b) X‐Y and (c, d) X‐Z planes.
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runs 1 and 4 are very similar, indicating very low sensitivity to the flow speed of the cold ions and further
establishing the dominant role of the energetic ions.

Run 5 is similar to run 1 except that the IMF cone angle is 0° with the results illustrated in Figures 11a
and 11b. As can be seen, the interaction region consists of a region of enhanced magnetic field in the cen-
tral tail and a rarefaction wake that surrounds it. This structure is similar to that shown by Holmström
et al. (2012) and Fatemi et al. (2013). No compressional wakes are formed in this run. In contrast,
Figures 11c and 11d correspond to run 6 where the IMF cone angle is 60° and show a more asymmetric
rarefaction wake with a much stronger wake in the X‐Z plane. Note the difference in the scale of the mag-
netic field strength in Run‐6 indicating a weaker enhancement of the field in the central tail region as
compared to Run‐5.

Figure 12 compares the total magnetic field strength from runs 1 to 6 along the THC trajectory (note the
differences in scale). The field profile in Figure 12a corresponds to run 1 and most closely resembles the
observations, while Figures 12b and 12c show profiles from runs 2 and 3 and clearly illustrate deviations
from the observations in maximum field strength in the central tail region. Figure 12d corresponds to run
4 and shows considerable similarity to Figure 12a, indicating the reduced sensitivity of the lunar tail
structure to the cold solar wind Mach number. The magnetic field structure shown in Figure 12e indicates
central tail field strengths larger than observations, although the field profile is similar. The profile obtained
in run 6 shown in Figure 12f is considerably different from the observations, indicating the significance of
the cone angle in determining the lunar tail structure.

Although the field profiles in Figure 12 are along the THC trajectory, they correspond to a single time in the
simulation and therefore, question arises regarding the variability of these profiles in time. Figure 13
addresses this question by showing profiles of the magnetic field from each run at 25 different times

Figure 9. Magnetic field and density from run‐3 in (a, b) X‐Y and (c, d) X‐Z planes.
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between 6.25 and 12.5 Ω−1. Figure 13a corresponds to run 1 and shows very little change in the field profile
with time, while runs 2 and 3 showmore dependency on time. Figure 13d shows that run 4 has a time profile
very similar to run 1 consistent with the notion that the results are not very sensitive to changes in flow
speed. Figure 13e indicates a truly time stationary solution with no perceptible change in field profile
when the IMF is along the solar wind velocity.

The fact that run 1 does a good job in reproducing THC observations is due to the fact that as shown in
Figure 13, the tail structure in this run is nearly time stationary. If on the other hand, the observed IMF cone
angle had been 60° where the tail structure showsmore time variability, it would have required some level of
luck for the observed and simulated tail structures to match as closely. Examination of the simulation results
show that while nearly time stationary solutions for the rarefaction wake and the central tail region are
possible, the compressional wake is highly time and also location dependent. This provides a possible
explanation for why run 1 does not show the presence of a strong compressional wake along the THC tra-
jectory despite a good agreement with other parts of the tail structure. In the following, we elaborate further
on this possibility.

Figure 14a shows the total magnetic field strength in a cross section of the lunar tail in the Y‐Z plane. It is
evident that the rarefaction wake represented in dark blue and purple colors nearly surround the lunar tail,
while a region of enhanced magnetic field protrudes from the central tail region which corresponds to the
compressional wake. Figures 14b and 14c show the density andmagnetic field strength along the dashed line
labeled “L” and show a profile that includes the compressional wake and is similar to that observed by THC.
Figures 14d–14g show the lunar cross section in the Y‐Z plane at X = 6.1 at four times during the run and
demonstrate that the compressional wake is not only relatively localized, its location is highly variable with
time due to the internal dynamics of the tail. In contrast, while the rarefaction wake shows some time

Figure 10. Magnetic field and density from run 4 in (a, b) X‐Y and (c, d) X‐Z planes.
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dependency, it remains a semipermanent feature of the tail. We believe this contrast provides the
explanation for run 1 not showing a strong compressional wake along THC trajectory.

If indeed the time dependency of the compressional wake is the reason for its absence in run 1 along the
THC trajectory, then by the same argument, there must be observations of the lunar tail that do not
include the compressional wake. A preliminary search of the lunar tail crossings show ample examples
of signatures without the compressional wake two of which are shown in Figure 15. Figure 15a shows
the total magnetic field strength measured by THB (red) and THC (blue) on 12 August 2016 with the for-
mer spacecraft in the solar wind and the latter crossing the lunar tail. A comparison between the two
magnetic field profiles clearly illustrates the presence of inbound and outbound rarefaction wakes and
the central tail region with field strength above solar wind levels. Also evident is the absence of the com-
pressional wake which supports the notion that this wake is time dependent and not a semipermanent
feature of the tail structure. Note that the cone angle in this case is similar to the 24 June 2015 crossing,
namely, ~30°.

Another clear evidence for the time‐dependent nature of the compressional wake is provided in the THB
and THC crossings of the lunar tail on 27 August 2016 shown in Figures 15b and 15c. Figure 15b shows
THB crossing of the lunar tail, while THC is in the solar wind. It shows the presence of a compressional
wake prior to encountering of the inbound rarefaction wake followed by the central tail and the outbound
rarefaction wake. Figure 15c corresponds to 3 hr later when THB is in the solar wind and THC crosses the
lunar tail. By this time, THC encounters the inbound and outbound rarefaction wakes along with the cen-
tral tail region without encountering the compressional wake observed earlier by THB even though the
cone angle has not changed. This again provides support for the local and time‐dependent nature of
the compressional wake that in contrast to the rarefaction wake is not a semipermanent feature of the
lunar tail structure.

Figure 11. Magnetic field from runs 5 and 6 in (a, b) X‐Y and (c, d) X‐Z planes.
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5. Summary and Conclusions

In this study we use ARTEMIS observations of the lunar tail and 3‐D hybrid simulations of solar wind inter-
action with the moon to investigate and understand the nature of the resulting structure. In the absence of a
global magnetic field and an ionosphere, the lunar surface is directly exposed to the solar wind resulting in
its absorption on the dayside. This also results in the formation of a density cavity in the tail region, the filling
of which determines the overall structure of the interaction region. In particular the formation of lunar
wakes and the electromagnetic properties of the central tail region are in response to this plasma cavity
and how it gets refilled with distance behind the moon.

Given our desire to understand the quasi‐stationary structure of the lunar tail, we chose the spacecraft cross-
ing on 24 June 2015 with nearly steady solar wind conditions to compare with the results of hybrid simula-
tions using input parameters from the observations. In particular, the solar wind density, velocity, and
temperature along with the IMF strength and direction measured by spacecraft were used as input in run
0 to generate a simulated tail structure to be compared with the observations. The results show poor agree-
ment between the two indicating a missing element in the model. To address this shortcoming, we examined
the impacts of energetic ions present in the solar wind and show that their inclusion in the simulations
brings the results much closer to spacecraft observations. By virtue of their much larger gyro‐radii, the ener-
getic ions in the solar wind interact with the moon quite differently than cold ions whose motion is to a good
degree visualized as being along the flow direction. In the case of the energetic ions, a more accurate picture
must take into account motion along the magnetic field and gyration about it at times resulting in the
formation of a nearly field‐aligned shadow of energetic ions in the tail and more importantly, the access
of these ions to the main density cavity formed along the flow direction.

By performing simulation runs with different densities, velocities, or temperatures for the energetic ions, we
find considerable changes in the electromagnetic properties of the lunar tail, demonstrating the dominance

Figure 12. Magnetic field profile along THC trajectory from runs 1 to 6 in panels (a) to (f), respectively.
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of these ions in determining the nature of the interaction. Although the energetic ions constitute a small
minority of solar wind ions, their dominance is not surprising because they are the only population with
access to the near‐tail region. In a hybrid run with the velocity of the cold solar wind reduced by more
than 100 km/s, we find the nature of the interaction region to remain the same demonstrating the
reduced sensitivity of the interaction region to the bulk speed of this plasma.

The results of this study indicate that the structure of the lunar tail consists of two types of wakes and a
central tail region with the former consisting of rarefaction and compressional components both on the fast
magnetosonic branch. The rarefaction wake is associated with correlated decreases in density and magnetic
field implying pressure lower than solar wind. As a result, solar wind flow is deflected toward the lunar tail.
On the other hand, the compressional wake consists of correlated increases in density and magnetic field
and is associated with pressure above solar wind level and pushes the flow away from the tail. The magnetic
properties of the central tail region vary with changes in the properties of the energetic ions and also the
direction of the IMF and in general correspond to areas of enhanced and possibly reduced field strength.

Both spacecraft observations and hybrid simulations with energetic ions show that while the densities drop
within the tail, ion temperature seemingly increases raising questions regarding the underlying mechan-
isms. Examination of both observed and simulated ion velocity distribution functions in the lunar tail shows
that they are highly nonthermal (non‐Maxwellian), and therefore, the calculated second moments do not
indicate true temperature. As such, the apparent increase in ion temperature is a direct result of the access
of energetic ions to this region, and no process for heating of ions is needed.

Comparison of the simulation results with spacecraft observations on 24 June 2015 shows an apparent
disagreement in regard to the compressional wake which is much weaker along THC trajectory in the
simulations, although it is present in other regions of the simulations. Examination of the

Figure 13. Time variations of the magnetic field profile along THC trajectory from runs 1 to 6 in panels (a) to (f), respectively.
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compressional wake in the simulations shows that they are highly time dependent, and while they may
be present in some parts of the interaction region, they are absent in other parts of the tail. This provides
a possible explanation for the disagreement between the observations on 24 June 2015 and simulations.
If as expected, the compressional wake is highly time dependent then there should be evidence of lunar
tail crossings that do not include the compressional wake. Here we show two examples on 12 and 27
August 2016 that confirm our expectations. On 12 August 2016, the lunar crossing consists of inbound
and outbound rarefaction wakes and the central tail region with enhanced magnetic field strength,
but no compressional wake even though the cone angle is similar to the 24 June 2015 event. An even
more dramatic example occurs on 27 August 2016 where THB spacecraft's lunar tail crossing includes
a compressional wake but THC spacecraft's encounter a few hours later showed no evidence of the
compressional wake.

In contrast, both observations and simulations provide support for the notion that the rarefaction wake is a
semipermanent feature of the lunar tail and is present in most if not all regions around the tail. This contrast
ties with the fact that the rarefaction wake diverts the flow toward the tail which is needed to refill the den-
sity cavity in the tail. On the other hand, it is hard to imagine the need for a semipermanent compressional
wake given its tendency to divert the flow away from the tail. The time‐dependent nature of this wake is
more likely tied to the dynamics of the central tail region and remains to be understood in more detail in
the future. It should also be noted that solar wind interaction with lunar crustal magnetic fields results in
magnetic field and density enhancements (e.g., Fatemi et al., 2014) that are on the fast magnetosonic mode.
As such, not all the observed density and magnetic field enhancements are associated with the
compressional wake.

Figure 14. (a) Cross section of the lunar tail in the Y‐Z plane showsmagnetic field strength. (b) and (c) show the variations of density andmagnetic field along line L
in (a). (d)–(g) show magnetic field strength at four different times during the run.
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