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Possible Ceres bow shock surfaces based on fluid models
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Abstract The hot electron beams that Dawn detected at Ceres can be explained by fast-Fermi
acceleration at a temporary bow shock. A shock forms when the solar wind encounters a temporary
atmosphere, similar to a cometary coma. We use a magnetohydrodynamic model to quantitatively
reproduce the 3-D shock surface at Ceres and deduce the atmosphere characteristics that are required to
create such a shock. Our most simple model requires about 1.8 kg/s, or 6 × 1025/s water vapor production
rate to form such a shock. Such an estimate relies on characteristics of the solar wind-Ceres interaction. We
present several case studies to show how these conditions affect our estimate. In addition, we contrast these
cases with the smaller and narrower shock caused by a subsurface induction. Our multifluid model reveals
the asymmetry introduced by the large gyroradius of the heavy pickup ions and further constrains the IMF
direction during the events.

Plain Language Summary This study estimates detailed parameters of the Ceres bow shock
inferred by energetic electron beams arriving at Dawn. We present results using a single-fluid MHD model
and a multifluid MHD model to show how the interaction conditions affect the shock formation. While
observation favors global exosphere with no significant body induction, we found that a shock requires a
gas production rate above 1.8 kg/s at Ceres.

1. Introduction

In a slightly eccentric orbit at 2.6–3 AU from the Sun, the dwarf planet Ceres has a radius about 13 times smaller
than that of the Earth, and about 4 times smaller than that of the Moon. Such a small body at this distance
from the Sun cannot retain a permanent atmosphere, as also confirmed by terrestrial telescopes over the past
three decades. The first suggestion of a transient atmosphere was by A’Hearn and Feldman [1992], who saw
OH emissions above the Cerean north pole on one of two observing sessions. More recently, Küppers et al.
[2014] reported H2O absorption lines obtained by the Herschel Space Observatory (HSO). They interpreted
this as indicating a short-lived exosphere around Ceres, escaping at about 6 kg/s flux, possibly arising from a
small area where ice sublimates near the surface.

Dawn’s payload does not include instrument designed to measure the plasma density and magnetic field.
However, as Dawn approached Ceres, electron beams of some tens of keV were detected by its Gamma Ray
and Neutron Detector (GRaND) [Prettyman et al., 2011], arriving from the direction of Ceres, over a 7 day period
between 19 and 26 June 2015 [Russell et al., 2016]. A very plausible source of such electrons are foreshock
electrons [Wu, 1984], accelerated from the solar wind at a standing bow shock surface in front of Ceres. Dawn
remained in this 10 Ceres radii (Rc) Survey orbit for about a month before descending to lower orbits, namely,
the high-altitude mapping orbit (HAMO) at about 4 Rc and the low-altitude mapping orbit (LAMO) at 1.8 Rc.
At the completion of our work, Dawn has not returned to the Survey orbit. No additional electron bursts have
been observed since June 2015, implying that the shock was only temporary, lasting for about a week. There
are two physically possible ways to form temporary shocks at Ceres: a transient exosphere or an induced
magnetic field compressed by the solar wind.

The arrival of a solar proton event in conjunction with the onset of the electron acceleration suggests that the
solar event activated the surface of Ceres at the time of the GRaND detections. Particles may have been sput-
tered by solar energetic protons creating a temporary exosphere that then decayed over the following week
[Villarreal et al., 2017]. This timescale would be expected for a temporary Ceres atmosphere [Formisano et al.,
2016]. Russell et al. [2016] used a magnetohydrodynamic (MHD) model to illustrate the probability that the
interplanetary magnetic field (IMF) that also connected to Dawn during the electron events was tangent to the
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Ceres’s standing shock surface. In this paper, we provide more details of that MHD model, and determine the
strength of an atmosphere necessary to create such a shock as well as the dimension of the shock in response
to this inferred atmosphere. Section 2 shows the two models that are used in this paper, section 3 shows
the results of the two models with a collection of case studies under different assumptions, and section 4
concludes the paper.

2. Model Description

To expand upon our previous estimate [Russell et al., 2016], we show more cases of the single-fluid MHD
simulation to calculate the expected shock position for different solar wind and atmospheric conditions. The
standard MHD model that we used for the first five cases assumes an ion gyroradius smaller than the grid size,
while the actual ion gyroradius is larger than Ceres. Thus, the MHD result is useful in estimating the shock
distance and the size of the atmosphere while not necessarily replicating downstream conditions. Next, we
provide a multifluid plasma simulation to assess the limitations of the single-fluid code. We define the control
equations of both models in this section.

2.1. Single-Fluid Ideal MHD Equations
This is the classical MHD equation set found in textbooks, which has been previously applied to Saturn’s moons
[Jia et al., 2010]. The state variables calculated in this set of equations are the plasma mass density 𝜌, velocity
vector u, thermal pressure scalar p = nkT , and magnetic field vector B. Among them, 𝜌 is the product of ion
number density n with ion mass m. The thermal pressure of the electrons is assumed to be equal to the ion
thermal pressure: pe = pi = p∕2. The current density J is calculated with Ampere’s law: J = ∇ × B∕𝜇0.

The magnetic field is convected by the plasma: 𝜕B∕𝜕t = (𝛁 × u × B). Our governing equations require that
the mass density 𝜌, momentum density 𝜌u, and thermal energy density represented by thermal pressure p is
conserved during this process, respectively:

𝜕𝜌

𝜕t
+ 𝛁 ⋅ (𝜌u) = Q𝜌 (1)

𝜕 (𝜌u)
𝜕t

+ 𝛁 ⋅ (𝜌uu) = 𝜌g − ∇p + J × B + QM (2)

𝜕p
𝜕t

+ 𝛁 ⋅ (pu) = − (𝛾 − 1) p (𝛁 ⋅ u) + Qp, (3)

where 𝛾 = 5∕3 is the adiabatic constant, and source term Q includes effects of ions added to and re-
moved from the calculation domain via impact ionization IN = mnnfi , and charge exchange CX =mnnnkin

[Jia et al., 2010]:

Q𝜌 = IN (4)

QM = (IN + CX)un − CX u (5)

Qp = 𝛾 − 1
2

(IN + CX)(un − u)2 + k
m
(2IN Tn + CX(Tn − Ti)), (6)

where un is the neutral velocity, nn is the neutral density, fi is the combined rate of photoionization and impact
ionizations, kin is the ion-neutral charge exchange rate, and k is the Boltzmann constant. The 2IN Tn term in the
pressure equation calculates contributions from neutral temperature to both ion temperature and electron
temperature due to photoionization and impact ionization.

2.2. Multifluid Plasma Equations
In contrast to the single-fluid MHD model, the multifluid model treats the solar wind protons, water group
ions, and the electrons as three coupled fluids. Such a model has recently been applied to the lunar wake
in agreement with large-scale hybrid simulation results modeling solar wind-Moon interactions with proton
gyroradius about 0.6 Moon radii [Zhang et al., 2016]. Here the electron fluid is assumed massless, and its den-
sity is calculated assuming quasi-neutrality: ne = ΣsnsZs, where the subscript s runs through all massive fluids,
and Z is the number of proton charges that each particle of the fluid carries. The electron velocity is calculated
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Table 1. Solar Wind Parameters Extrapolated From Averaged ACE
Measurement During the Week of 17 to 24 Junea

Variables Values

Solar wind density nsw 1.3/cm3

Solar wind velocity usw 500 km/s

Solar wind temperature Tsw 2 × 105 K

IMF (Bx , By , Bz)sw (−1.2, 0.88, −0.45) nT

Plasma 𝛽 2
aEarth is about 30∘ from the upstream of Ceres in June 2015.

by the definition of electric current: ue =
ΣsnsZsus∕ne − J∕ene, where e is the proton
charge. The temperature of the electrons is
assumed to be the average of the tempera-
ture of massive ion species: Te = ΣsnsZsTs

ne
, to

be consistent with the single-fluid model.

At 3 AU, the gyroradius of electrons is
around 1 km, which can be safely neglected
when discussing structures of hundreds of
kilometers and larger [Jia et al., 2014]. Thus,
the magnetic field is carried by the electron
fluid: 𝜕B∕𝜕t = 𝛁 × (ue × B).

The same conservation laws applied to the single-fluid equations (1)–(3) are now applied to each of the two
massive fluids:

𝜕𝜌s

𝜕t
+ 𝛁 ⋅

(
𝜌sus

)
= Q𝜌s (7)

𝜕
(
𝜌sus

)

𝜕t
+ 𝛁 ⋅

(
𝜌susus

)
= 𝜌sg − ∇ps −

ns

ne
Zs∇pe + nsZse

(
us − ue

)
× B + QMs (8)

𝜕ps

𝜕t
+ 𝛁 ⋅

(
psus

)
= − (𝛾 − 1) ps

(
𝛁 ⋅ us

)
+ Qps. (9)

We define the mass addition and loss rates as follows: Ss=
∑

s′=neutrals
msns′ (fss′ +

∑

t=ions
ks′t−st′nt), Ls=

∑

t′=neutrals,t=ions
msnt′nskt′s−ts′ , where fss′ is the rate of photo and impact ionizations from neutral species s′ into ion species
s, ks′t−st′ is the ion-neutral charge exchange rate between neutral species s′ and ion species t, producing ion
species s and neutral species t′. Thus, the source terms in the conservation equations are

Q𝜌s = Ss − Ls (10)

QMs = Ssun − Lsus (11)

Qps =
𝛾 − 1

2
Ss(un − us)2 + k

ms
(SsTn − LsTs), (12)

where the neutral velocity un is assumed to be the same for all neutral species. We also neglect the tempera-
ture difference of all neutral species.

2.3. Numerical Model Setup
In June 2015, Ceres was 2.8 AU from the Sun, and less than 30∘ ahead of the Earth in its orbit, close enough
to extrapolate and estimate the solar wind conditions at Ceres. It takes about 6 days for a 500 km/s solar
wind to travel 1.8 AU. The Advanced Composition Explorer (ACE) and Wind measurements (http://cdaweb.
gsfc.nasa.gov/) between 13 and 19 June are averaged to extrapolate the solar wind values at 2.8 AU [Smith
and Wolfe, 1979]. Solar wind conditions shown in Table 1 are assumed to be steady during the time of the
event simulation.

Our simulations are based on a Cartesian grid, measured by the Ceres Solar Orbital (CSO) coordinate system,
where Ceres centers at the origin, the x vector points from the Sun to Ceres, the z axis is parallel to the Ceres
orbital axis, and the y axis completes the right-handed system. In most cases, the finest grid resolution is 1/12
Rc around the shock and Ceres. An exception is applied to case 2, where we found from our convergence test
[Jia et al., 2007] that the weaker atmosphere requires a higher resolution of 1/24 Rc, which is used only for
case 2. The simulation domain is a 80 × 40 × 40 Rc rectangular box. The outer boundaries of this domain use
solar wind inflow on the x < 0 side, and outflow on the five other sides.

The inner boundary is located on the Ceres surface. Two types of inner boundary conditions are used: an
exospheric boundary and an inductive boundary. The exospheric boundary [Jia et al., 2010] is examined first.
On reaching the surface of Ceres, the solar wind flow is absorbed. The density for water ions released from the
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Table 2. List of All Simulation Cases

Case Number Fluids Inner BC Gas Flux Q Solar Wind

Case 1 Single Exosphere 9 kg Solar wind

Case 2 Single Exosphere 1.8 kg Solar wind

Case 3s Single Sunward plume 4.5 kg Solar wind

Case 3t Single Tailward plume 4.5 kg Solar wind

Case 3l Single Sunward plume 0.9 kg Solar wind

Case 4 Single Exosphere 9 kg Double density

Case 5 Single Induction 0 kg Solar wind

Case 6p 4 Exosphere 9 kg Solar wind

Case 6n 4 Exosphere 9 kg Negative IMF

surface is set to a minimum value,
which is 10−6 times the solar wind
density, its temperature equals the
surface value, and its velocity is zero
on the surface. For this condition, the
magnetic field has no gradient across
Ceres’s surface. For the second condi-
tion, the inductive boundary assumes
perfect induction at the Ceres surface,
to simulate the effect of a possible
underground salt-rich, electrically
conducting, muddy layer that repels
the incoming IMF [Castillo-Rogez,
2011]. For this condition, the radial

vector components of both the plasma flow and the magnetic field are zero at the Cerean surface. This
condition is applied to our simulation case 5, as summarized in Table 2.

The gas around Ceres is modeled as a spherically symmetric water vapor exosphere with a constant flux of
Q = 9 kg/s, or 3 × 1026/s, so the neutral density at distance r from the origin is Nn = Q∕4𝜋unr2. This is equi-
valent to a number density N0 = 3 × 1011/cm3 uniformly distributed on the surface. For comparison, this
surface density is several times smaller than the HSO value [Küppers et al., 2014], which was assumed to be
concentrated in a localized region. The neutral speed un = 360 m/s directed radially outward is consistent with
a surface temperature of 170 K. The neutral temperature Tn is also set as this constant. The surface rotation
speed is 90 m/s at the equator, which is neglected in this model.

The chemical reaction rates assume water group neutrals in the exosphere, and the solar radiation intensity
at 2.8 AU: the impact-ionization rate is j𝜈 = 10−7/s for both hydrogen and water group neutrals. The charge
exchange rate averages to kin = 2 × 10−15 m3/s for all reactions. A more accurate model may include charge
exchange rates for individual reactions separately [Shou et al., 2015], but our estimation in section 4 shows
that charge exchange is not as important as photoionization and impact ionization combined, so an averaged
number is used.

3. Case Studies

To reproduce the shock that accelerated the solar wind electrons, we seek a steady state solution using con-
stant solar wind conditions, as listed in Table 1 and then note in Table 2 if the value is different. We start with
a simplified case, to estimate the lower limit of the outgassing rate, and then reevaluate the rate for different
conditions.

3.1. Case 1: Solar Wind-Exosphere Interaction in the Single-Fluid Model
In comparison with our previous work, we first use parameters similar to the case shown by Russell et al. [2016],
with an IMF vector that connects the shock surface and the detection locations. The outgassing rate is set to
9 kg/s, or 3 × 1026/s, which is an order of magnitude lower than the value used by Russell et al. [2016], to be
compatible with the Hubble Space Telescope (HST) detection limit of 4 × 1026/s in the far ultraviolet (FUV)
wavelength by Roth et al. [2016].

The case 1 results are shown in Figures 1 and 2. In our 3-D plot, the axis in Figure 1 is rotated to the optimum
angle to display the slightly bent magnetic field lines at the shock surface. A straight line (not shown) pass-
ing the same pair of displayed starting-ending points of any of these field lines would have penetrated into
the shock surface. An interactive 3-D view of the case 1 shock can be found at http://redcat.igpp.ucla.edu/
yingdong/RRR/Ceres/ShkCeC1.xhtml. This upstream compression is due to local pickup from the exosphere
of Ceres. The approximate radial distance from Ceres to the tangential points are between 5 and 10 Rc, as
marked in Figure 2. The subsolar distance of the shock is about 1.3 Rc.

The field lines in Figures 1 and 2 are examples of one possible IMF direction. It is also possible, although dif-
ferent from the Parker spiral, that the IMF touches the shock surface on the +y side. However, the tangential
points will be far from Ceres, with their x coordinate estimated to exceed 20 Rc, where the shock is supposed
to be very weak. Therefore, we believe that it is unlikely that the IMF touched the shock surface on the+y side.

JIA ET AL. CERES SHOCK MODEL 4979

http://redcat.igpp.ucla.edu/yingdong/RRR/Ceres/ShkCeC1.xhtml
http://redcat.igpp.ucla.edu/yingdong/RRR/Ceres/ShkCeC1.xhtml


Journal of Geophysical Research: Space Physics 10.1002/2016JA023712

Figure 1. Case 1, Ceres shock marked by the cyan isosurface of density
𝜌 = 2 amu/cm3 in 3-D. The blue circle is the trajectory (projected into one
thick blue line). The locations of beam detection are marked by red
squares. The black lines with arrows are 3-D magnetic field lines.

As shown in Figure 2, the shock sur-
face is close to being axially symmet-
ric. Close to the tangential points of
the field lines, the flaring angle of
the shock surface is about arctan(2/3),
or 35∘, very close to the IMF cone
angle of about 39∘, forcing a very rapid
movement of the compression region
on the shock surface, relative to the
incoming IMF. This result is consis-
tent with the findings of [Russell et al.,
2016], that a temporary exosphere is
responsible for these keV electrons.

3.2. Case 2: Constraint on the Gas
Escape Rate
Previous observations put no con-
straint on the minimum outgassing
rate needed to produce a weak shock,
similar to that is expected at the end
of the electron burst event, so it is
necessary to use our model to deter-
mine the minimum atmospheric out-
gassing rate that could produce such a
weak shock.

Figure 3 shows the result for case 2, which has an outgassing rate of 6 × 1025/s. This rate is 5 times lower than
the value used in case 1. The shape of the shock remains the same, but the shock is almost touching the Ceres
surface, and the density gradient in the color contour is weaker than that of case 1. A test case (not shown)
with a 3 × 1025/s outgassing rate did not produce an identifiable shock, resulting only in a wake structure
comparable to that of comet 67P/Churyumov–Gerasimenko at a heliocentric distance of 3.25 AU [Hansen
et al., 2007].

From the results above, we find that the lower limit of the atmosphere intensity necessary to sustain a bow
shock to provide the electron acceleration is 6 × 1025/s. This is consistent with the loss rate dropping from
3 × 1026/s to 6 × 1025/s in the course of 7 days. The cases below examine how our assumptions may have
affected the accuracy of this lower limit.

3.3. Case 3: Effect of the Exospheric Shape
The HSO observations appear to favor an asymmetric exosphere originating from local sources, either by
comet-like sublimation or by Enceladus-like cryovolcanism [Küppers et al., 2014]. In case 3, we launch three

Figure 2. Ceres shock shown in 2-D slices from the case 1 result. The same field lines shown in Figure 1 are also projected
into the two planes. The blue circle represents the trajectory of DAWN between 18 and 27 June 2015. The solid squares
are the location of detection, while the hollow squares are the approximate locations where the field lines are closest to
the shock surface. The contour levels in left and right panels are the same.
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Figure 3. Case 2, Ceres shock with a weak exosphere, shown in 2-D slices. The blue circle and solid squares represent
DAWN location, following the same legend as used in Figure 2.

model runs to study the shape of the shock created by a plume pointing in two different directions. The dif-
ference in these three cases are also detailed in Table 2. There are several possible surface locations of such
a water source, and the gas source on the surface may corotate with Ceres. It takes about 20 min for a newly
released water molecule to travel 1 Ceres radii, which is farther than the subsolar standoff distance of the
bow shock in case 1 result. In 20 min, the source will only move 10∘, at the 9.1 h spin period of Ceres. Hence,
we neglect rotation and use a steady state plume in a fixed arbitrary location to demonstrate the effect of an
asymmetric exosphere. In all three runs, the spherically symmetric atmosphere used in earlier cases is replaced
by a plume with a 20∘ cone angle, inside the x-z plane, 60∘ from the −z axis. The gas is concentrated in a cone,
raising the peak surface number density by 2 orders of magnitude.

Our first of these runs, case 3s, applies a total gas flux of 1.5 × 1026/s (4.5 kg/s) in the plume, which results in a
peak surface density of Ns =1×1014/m3. The plume points 60∘ sunward of the −z axis. As shown in Figures 4a
and 4b, such a concentrated gas plume causes a stronger shock, encompassing the Dawn’s orbit around Ceres.
The accelerated electrons cannot be seen inside the shock, so the total escape rate should be lower than this
value, if it is concentrated in a plume toward the Sun.

Figures 4c and 4d show the results for case 3t, in which, the plume is pointing 60∘ from the −z axis, away
from the Sun with the same gas flux as case 3s. This bow shock is stronger than the case 1 shock due to an
increased gas density, but the location is comparable. The shock is wider in the x-z plane and narrower in the
x-y plane, requiring the IMF to be mainly Bx and Bz , in order for the IMF that connects Dawn and the shock to
be tangential to the shock surface.

Comparing Figures 4b and 4d to Figure 2, the case 3 shocks are comparable to the case 1 shock when the
plume is pointing sunward (case 3s) but becomes narrower when the plume is pointing away from the Sun
(case 3t). Our result indicates that the Kuppers exosphere (6 kg/s flux tailward Küppers et al. [2014]) is sufficient
to create a shock, but the tail-pointing plume may result in a narrow shock surface in the plane quasi-parallel
to Dawn’s orbital plane around Ceres.

To estimate the lower limit for the outgassing rate of a plume, we run case 3l, a plume pointing in the same
direction as case 3s did, with a flux 10 times lower. The result is shown in Figures 4e and 4f. The plume is
still strong enough to sustain a shock. Thus, if the gas is concentrated in a plume, the lower limit for the gas
production rate can be below 1.5 × 1025/s, less than that needed in the global exosphere case. Comparing
Figures 3 and 4, we expect the lower limit for the plume case to be a few times smaller than this value. The
9.1 h spin period of Ceres may rotate the shock shape between the extremes represented by cases 3s and 3t.
We would again expect modulation of the accelerated electrons at Ceres rotation period during the 7 days
of observation.

3.4. Case 4: Effect of the Solar Wind
For cases 1–3, we have chosen our solar wind conditions by extrapolating averaged Earth measurements
during the 7 day period. The ACE data show a small change in velocity, but significant changes in density, and
the magnetic field vector. Therefore, the solar wind we used could be different than the actual conditions by
some factor at the moment of detection. Case 4, shown in Figure 5, uses a solar wind condition with a density
twice that of case 1, as shown in Table 2. The shock retains the same shape as in case 1, but is compressed
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Figure 4. Case 3, Ceres shock with all outgassing concentrated in a plume: (a, b) antisunward plume (case 3s), (c, d) wake
plume (case 3t), and (e, f ) antisunward weak plume (case 3l).

Figure 5. Case 4, Ceres shock in a solar wind density twice as much as that of case 1.
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Figure 6. Ceres shock shown in 2-D slices from case 5 model result. The same field lines are projected from 3-D into the
two planes. Ceres trajectory and locations of detection are shown in the same fashion as those in Figure 2.

closer to the Cerean surface. This can be understood by the doubled solar wind dynamic pressure compressing
the induced mini magnetosphere supported by pickup ions. Since stronger solar wind pressure decreases the
shock size, we believe that the lower limit of the gas production rate should be higher with a stronger solar
wind. An increased solar wind velocity would have the same effect.

On the other hand, although the IMF direction is constrained by the spacecraft location and the shock sur-
face, the intensity of the IMF changed during the week-long period. For a stronger IMF intensity, the induced
magnetic field in the ionized cloud around Ceres would be stronger. Consequently, the subsolar point of the
shock would be farther out. Hence, we also simulated in case 4 using an IMF twice as strong as that used for
case 1. Doing so moved the subsolar point of the shock out to 1.5 Rc (not plotted).

3.5. Case 5: Solar Wind-Conductive Ocean Interaction
Models have shown that Ceres may have a conductive muddy layer with a high concentration of salts
[Castillo-Rogez, 2011]. Therefore, a bow shock may form in the solar wind in response to an ICME, even with-
out any pickup from the Cerean exosphere. Although Russell et al. [2016] found it unlikely that a week-long
shock could be sustained solely by ocean induction, here we show the shock shape for such cases. In case 5,
we model the solar wind-Ceres interaction with the same solar wind conditions as listed in Table 1, but instead
of an exosphere, a perfectly conducting Ceres is used for the inner boundary condition. The real brine con-
ductivity is smaller than this perfect conducting case that we use, so the shock would be even smaller than
that of our case 5 result. Figure 6 shows our case 5 model result in 2-D projections. The flaring angle of the
shock is smaller than that of the mass loading shocks, so the same set of IMF field lines used to illustrate the
tangency at the shock surface can no longer touch the shock. However, we believe a different IMF cone angle
with a stronger Bx component, although less probable, could still touch the shock surface and cause fast-Fermi
acceleration.

We note that the shock appears to have lasted for a week, which would require a large, comparably long-lived
magnetic cloud to be present. The hypothesis presented by Russell et al. [2016] was that a magnetic cloud
magnetized an imperfectly conducting Ceres, and the induced magnetization on the Ceres interior increased
and then decreased. The problem with this scenario is that the conductivity of Ceres is expected to be too low
and the duration of magnetization to be too short to mimic the observed 7 day events.

3.6. Case 6: The Gyroradius Effect
The gyroradius of water pickup ions is on the order of 50 Rc in the uncompressed solar wind. On the scale
of our simulation domain, these water group ions move along the convection electric field, which should
affect the shape of the shock. Asymmetry is expected because of the limited ion Larmor radius [Hansen
et al., 2007]. Rubin et al. [2014] have compared multifluid and hybrid models for a slightly smaller pickup rate
(0.8 × 1026/s) around a comet. Both models behave the same upstream, while the hybrid result shows stria-
tions downstream. Thus, our multifluid model provides a sufficient tool for estimating shock positions. Here
in case 6p, we use the multifluid equations described in section 2.2, with parameters similar to those used in
case 1, to show the effect of gyromotion.
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Figure 7. Case 6, Ceres shock produced by multifluid code. (a, b) A multifluid code running with parameters same as
case 1, (c, d) the effect of reversing the sign of IMF used for the case shown in Figures 7a and 7b (Changing B to -B).

Figure 7 shows the density profile produced by the multifluid model in the x-y and x-z planes, which is signifi-
cantly different from the single-fluid MHD model. The density contour shows total density increase in a much
broader region, as represented by the outermost blue contour level ranging from−7 to 14 Rc on the upstream
side of Ceres. This is because the water ions are no longer averaged into the protons as in the single-fluid code.
However, the number density in this region is not significantly different from the single-fluid MHD result. We
find that the proton density did not increase in this region, while water group number density is about 3%
the proton number density (not plotted). This region is the local pickup region. The flow is not significantly
slowed, as indicated by the proton density. Thus, the flow did not form a shock at this distance.

In Figures 7a and 7b, the blue contour line extends more on the −z/south side than on the +z/north side,
because the convection electric field is pointing +z, accelerating the pickup ions. Accordingly, the density
gradient to the south of Ceres is smaller than the gradient to the north of Ceres, making it hard to form a
well-defined shock surface to the south of Ceres. The shock surface is only seen to the north of Ceres, repre-
sented by the innermost contour line (red color) in Figure 7. Upstream of the shock, about 24% of the total
ions are water ions. Although the subsolar distance of the shock is at 1.5 Rc, which is farther out than that of
the case 1 result, the flaring angle of the shock to the north of Ceres is smaller than that of the case 1 result.

Even though the IMF cone angle is constrained by the shock surface, the field can be either positive or neg-
ative. Reversing the IMF by 180∘ reverses the electric field that accelerates the pickup ions and thus flips
the side of the shock that is pushed outward, as concluded in case 6n run shown in Figures 7c and 7d. As
expected, Figures 7a and 7c are similar after either one is flipped by 180∘ about the Ceres-Sun line (the x axis).
Comparing Figure 7a and 7c, we conclude that, to create a well-defined shock surface that accelerates elec-
trons back toward Dawn, the magnetic field vector must point toward +x (from the Sun to Ceres) and −y. In
the 7 day period, reversals in the polarity of the IMF are seen in the ACE data, indicating heliospheric current
sheet (HCS) crossings. Such an IMF direction will not change the conclusions drawn from previous cases, cases
1–5, because these single-fluid runs are not affected by the limited gyroradius effect.

A weaker compression gradient indicates that the minimum outgassing rate of a global atmosphere should
be larger than the 1.8 kg/s lower limit suggested by our single-fluid atmosphere model. Our parameter study
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has found 3 kg/s to be an appropriate lower limit for such assumptions. However, if the outgassing is in a
plume, as was shown in section 3.3, the outgassing rate can still be lower than 3 kg/s.

4. Discussion and Conclusions

In this study we treat the shock surface as a thin discontinuity, while in reality, the shock thickness may be
more than tens of kilometers [Schwartz et al., 2011]. Using the case 1 parameters, the proton and electron
gyroradii are 2 Rc and 0.002 Rc, respectively. The proton and electron inertial lengths are 0.4 Rc and 0.01 Rc,
respectively. Measured by these critical lengths, if the Ceres shock thickness is comparable to that of the Earth,
our assumption is still applicable. Nevertheless, a hybrid model on the magnetic induction case [Lindkvist
et al., 2015] and on thin air interaction at Ceres [Lindkvist et al., 2017] may improve the accuracy of such shock
thickness estimations.

In section 3.6 we examined the density ratio between pickup ions and solar wind protons at the shock. A
density increase upstream of a shock is typical for cometary pickup shocks. Biermann et al. [1967] calculated
a critical limit for mass loading. The flow has to become shocked after the number density ratio of picked-up
CO+ ions to protons exceeds 2%. This was later found to be consistent with in situ observation at comets
[i.e., Wilken et al., 1987]. Koenders et al. [2013] examined this number with MHD and hybrid models but found
other factors like the IMF cone angle and IMF strength to affect the shock distance as well. Shou et al. [2015]
used a single-fluid, multispecies MHD model to find that the shock distance varies widely for comets at helio-
centric distances 0.17 to 1.75 AU, in contrast to the Biermann model. In our case 1 model result, the shock
formed along the comet-Sun line when the number density ratio between pickup ions and total ions was
about 10%, while our case 6 result increased to 24%. We believe this is due to the significant decoupling
between pickup ions and protons, or the limited gyroradius effect for such weak pickup interactions: the
gas production ratio is 3 orders of magnitude smaller than that of comet 1P/Halley. Shock formation itself is
not the goal of this paper, but the transition between shock formation and a kinetic pickup wake has been
studied extensively recently, using both modeling [Rubin et al., 2015] and Rosetta observations, when comet
67P/Churyumov–Gerasimenko was at 3.4 AU with an outgassing rate of about 5 × 1025/s [Broiles et al., 2015].
This Ceres study may add more knowledge to this transition problem.

Dissociative recombination [Jia et al., 2007] is neglected in both models that we used. At the shock, the rate
of recombination reactions is about 5 orders of magnitude smaller than the charge exchange reaction rate,
because the electron density is orders of magnitude lower than the neutral density. Their importance may
increase in the tail where neutral density drops [Shou et al., 2015], but we can safely neglect them for our shock
location estimation.

Elastic collisions between ions, neutrals, and electrons [Ofman, 2004; Rubin et al., 2014] are not explicitly
included in our equations, but their effects are adopted into some inelastic collision terms, where neutral t
and neutral s′ are the same species. Nevertheless, the ion-electron collision is not included in such combina-
tions. In addition, the coefficient of elastic collision is slightly smaller than that of the charge exchange rate
for the water group ions [Shou et al., 2015]. With the set of reaction rates we used, the effect of the charge
exchange rate becomes comparable with the impact ionization rate only when the plasma number density
goes higher than 5/cm3, while the plasma density is below 5/cm3 in most of our calculation domain.

The escape velocity on Ceres surface is about 500 m/s, while the thermal velocity of 180 K water vapor is only
300 m/s. The gas may be more concentrated on the surface than the exosphere model used. Comparable to
the plume results studied in the case 3 runs, a higher concentration of water vapor causes stronger shocks,
allowing the lower limit of the total production rate to be below the 6 × 1025/s value. On the other hand, the
upper limit of this outgassing rate set by previous observations is sufficient to create a shock, if the IMF is in
the preferred direction.

In Figures 1 and 2, we used the same IMF to connect all four events to the shock surface. In reality, the IMF can
be different at the four time intervals of detection. However, our multifluid model requires the IMF to point
antisunward. We used case 4 to discuss the effect of solar wind. It is possible that the ionization rate is higher
than what we used, due to impact ionization and solar activities. In that case, the shock can be stronger, and
the lower limit of the outgassing rate can be even lower than 1.8 kg/s.

In our model, the electron temperature is calculated arbitrarily from the ion temperature [Gombosi et al., 1996].
It is possible that the electron temperatures can be different from proton temperatures upstream. In addition,
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an electron energy equation should be solved to strictly describe the pressure contribution from the electrons.
In our shock location estimate, in which the dynamic pressure is balanced by magnetic pressure, we do not
expect a change in the electron temperature to have any significant effect on our conclusion.

As discussed in sections 2 and 3, there are simplifications in our model: uncertainties and time variability in
the upstream solar wind conditions, electron temperature isotropy, ion gyroradius effect on the downstream,
reaction in the wake, detailed chemical reactions involving more species, changes in surface tempera-
ture [Formisano et al., 2016], waves, and surface conductivity. Nevertheless, our model catches the major
interaction processes to estimate the range of the total production rate.

We do show the effect of asymmetric exosphere and brine conductivity. Plumes produce stronger shocks
for an equivalent gas loss rate as a global exosphere, but the asymmetric shape of the shock created by a
plume should be rhythmically moving in and out, as modulated by both the source corotation and solar wind
variation.

Similarly, the bow shock shape created by a conductive layer beneath the surface is too narrow to have rea-
sonable IMF directions tangent to the shock surface and does not persist long enough to be consistent with
Dawn measurements. For these reasons, we favor a global exosphere as the source for producing a temporary
bow shock. A rough estimation for the possible outgassing rate is between 3×1026/s, or 9 kg/s, and 6×1025/s,
or 1.8 kg/s. This result is consistent with the outgassing rates observed by A’Hearn and Feldman [1992],
Küppers et al. [2014], and Roth et al. [2016] and allows for IMF directions tangent to the shock that are consistent
with the ACE data extrapolation.
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